
NAG C Library Function Document

nag_normal_scores_var (g01dcc)

1 Purpose

nag_normal_scores_var (g01dcc) computes an approximation to the variance-covariance matrix of an
ordered set of independent observations from a Normal distribution with mean 0.0 and standard deviation
1.0.

2 Specification

void nag_normal_scores_var (Integer n, double exp1, double exp2, double sumssq,
double vec[], NagError *fail)

3 Description

nag_normal_scores_var (g01dcc) is an adaptation of the Applied Statistics Algorithm AS 128, see Davis
and Stephens (1978). An approximation to the variance-covariance matrix, V , using a Taylor series
expansion of the Normal distribution function is discussed in David and Johnson (1954).

However, convergence is slow for extreme variances and covariances. The present function uses the
David–Johnson approximation to provide an initial approximation and improves upon it by use of the
following identities for the matrix.

For a sample of size n, let mi be the expected value of the ith largest order statistic, then:

(a) for any i ¼ 1; 2; . . . ; n,
Pn

j¼1 V ij ¼ 1

(b) V 12 ¼ V 11 þm2
n �mnmn�1 � 1

(c) the trace of V is trðV Þ ¼ n�
Pn

i¼1 m
2
i

(d) V ij ¼ V ji ¼ V rs ¼ V sr where r ¼ nþ 1� i, s ¼ nþ 1� j and i; j ¼ 1; 2; . . . ; n. Note that only the

upper triangle of the matrix is calculated and returned column-wise in vector form.

4 References

Davis C S and Stephens M A (1978) Algorithm AS 128: Approximating the covariance matrix of Normal
order statistics Appl. Statist. 27 206–212

David F N and Johnson N L (1954) Statistical treatment of censored data, Part 1. Fundamental formulae
Biometrika 41 228–240

5 Parameters

1: n – Integer Input

On entry: the sample size, n.

Constraint: n � 1.

2: exp1 – double Input

On entry: the expected value of the largest Normal order statistic, mn, from a sample of size n.

3: exp2 – double Input

On entry: the expected value of the second largest Normal order statistic, mn�1, from a sample of
size n.
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4: sumssq – double Input

On entry: the sum of squares of the expected values of the Normal order statistics from a sample of
size n.

5: vec½dim� – double Output

Note: the dimension, dim, of the array vec must be at least n� ðnþ 1Þ=2.
On exit: the upper triangle of the n by n variance-covariance matrix packed by column. Thus
element V ij is stored in vec½iþ j� ðj� 1Þ=2� 1�, for 1 � i � j � n.

6: fail – NagError * Input/Output

The NAG error parameter (see the Essential Introduction).

6 Error Indicators and Warnings

NE_INT

On entry, n ¼ hvaluei.
Constraint: n � 1.

NE_BAD_PARAM

On entry, parameter hvaluei had an illegal value.

NE_INTERNAL_ERROR

An internal error has occurred in this function. Check the function call and any array sizes. If the
call is correct then please consult NAG for assistance.

7 Accuracy

For n � 20, where comparison with the exact values can be made, the maximum error is less than 0.0001.

8 Further Comments

The time taken by nag_normal_scores_var (g01dcc) is approximately proportional to n2.

The arguments exp1 ( ¼ mn), exp2 ( ¼ mn�1) and sumssq ( ¼
Pn

j¼1 m
2
j ) may be found from the

expected values of the Normal order statistics obtained from nag_normal_scores_exact (g01dac).

9 Example

A program to compute the variance-covariance matrix for a sample of size 6. nag_normal_scores_exact
(g01dac) is called to provide values for exp1, exp2 and sumssq.

9.1 Program Text

/* nag_normal_scores_var (g01dcc) Example Program.
*
* Copyright 2001 Numerical Algorithms Group.
*
* Mark 7, 2001.
*/

#include <stdio.h>
#include <nag.h>
#include <nag_stdlib.h>
#include <nagg01.h>

int main(void)
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{

/* Scalars */
double errest, etol, exp1, exp2, sumssq;
Integer exit_status, i, ifail, j, k, n, vec_elem;
NagError fail;

/* Arrays */
double *pp=0, *vec=0;

Vprintf("g01dcc Example Program Results\n");
INIT_FAIL(fail);
etol = 1e-4;
exit_status = 0;
n = 6;

/* Allocate memory */
if ( !(pp = NAG_ALLOC(n, double)) ||

!(vec = NAG_ALLOC(n*(n+1)/2, double)) )
{

Vprintf("Allocation failure\n");
exit_status = -1;
goto END;

}

g01dac(n, pp, etol, &errest, &fail);
if (fail.code != NE_NOERROR)

{
Vprintf("Error from g01dac.\n%s\n", fail.message);
exit_status = 1;
goto END;

}
exp1 = pp[5];
exp2 = pp[4];
sumssq = 0.0;
for (i = 1; i <= 6; ++i)

sumssq += pp[i - 1] * pp[i - 1];
ifail = 0;

g01dcc(n, exp1, exp2, sumssq, vec, &fail);
if (fail.code != NE_NOERROR)

{
Vprintf("Error from g01dac.\n%s\n", fail.message);
exit_status = 1;
goto END;

}

Vprintf("\nSample size = %2ld\n\n", n);
Vprintf("Variance-covariance matrix\n");
k = 1;
for (j = 1; j <= n; ++j)

{
vec_elem = 1;
for (i = k; i <= k + j - 1; ++i)

{
Vprintf("%8.4f%s", vec[i - 1], vec_elem%6 == 0 ?"\n":" ");
vec_elem++;

}
Vprintf("\n");
k += j;

}
END:
if (pp) NAG_FREE(pp);
if (vec) NAG_FREE(vec);

return exit_status;
}
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9.2 Program Data

None.

9.3 Program Results

g01dcc Example Program Results

Sample size = 6

Variance-covariance matrix
0.4159
0.2085 0.2796
0.1394 0.1889 0.2462
0.1025 0.1397 0.1834 0.2462
0.0774 0.1060 0.1397 0.1889 0.2796
0.0563 0.0774 0.1025 0.1394 0.2085 0.4159

g01dcc NAG C Library Manual

g01dcc.4 (last) [NP3645/7]


	g01dcc
	1 Purpose
	2 Specification
	3 Description
	4 References
	5 Parameters
	n
	exp1
	exp2
	sumssq
	vec
	fail

	6 Error Indicators and Warnings
	NE_INT
	NE_BAD_PARAM
	NE_INTERNAL_ERROR

	7 Accuracy
	8 Further Comments
	9 Example
	9.1 Program Text
	9.2 Program Data
	9.3 Program Results


	NAG C Library Manual, Mark 8
	Introduction
	Essential Introduction
	Mark 8 News
	Library Contents
	Withdrawn Routines
	Advice on Replacement Calls for Withdrawn/Superseded Routines
	Online Help

	Indexes
	Keywords in Context
	GAMS Classification Index

	Implementation-specific Information
	a00 - Library Identification
	Chapter Introduction

	a02 - Complex Arithmetic
	Chapter Introduction

	c02 - Zeros of Polynomials
	Chapter Introduction

	c05 - Roots of One or More Transcendental Equations
	Chapter Introduction

	c06 - Fourier Transforms
	Chapter Introduction

	d01 - Quadrature
	Chapter Introduction

	d02 - Ordinary Differential Equations
	Chapter Introduction

	d03 - Partial Differential Equations
	Chapter Introduction

	d06 - Mesh Generation
	Chapter Introduction

	e01 - Interpolation
	Chapter Introduction

	e02 - Curve and Surface Fitting
	Chapter Introduction

	e04 - Minimizing or Maximizing a Function
	Chapter Introduction

	f - Linear Algebra
	Chapter Introduction

	f01 - Matrix Factorizations
	Chapter Introduction

	f02 - Eigenvalues and Eigenvectors
	Chapter Introduction

	f03 - Determinants
	Chapter Introduction

	f04 - Simultaneous Linear Equations
	Chapter Introduction

	f06 - Linear Algebra Support Functions
	Chapter Introduction

	f07 - Linear Equations (LAPACK)
	Chapter Introduction

	f08 - Least-squares and Eigenvalue Problems (LAPACK)
	Chapter Introduction

	f11 - Sparse Linear Algebra
	Chapter Introduction

	f12 - Large Scale Eigenproblems
	Chapter Introduction

	f16 - NAG Interface to BLAS
	Chapter Introduction

	g01 - Simple Calculations on Statistical Data
	Chapter Introduction

	g02 - Correlation and Regression Analysis
	Chapter Introduction

	g03 - Multivariate Methods
	Chapter Introduction

	g04 - Analysis of Variance
	Chapter Introduction

	g05 - Random Number Generators
	Chapter Introduction

	g07 - Univariate Estimation
	Chapter Introduction

	g08 - Nonparametric Statistics
	Chapter Introduction

	g10 - Smoothing in Statistics
	Chapter Introduction

	g11 - Contingency Table Analysis
	Chapter Introduction

	g12 - Survival Analysis
	Chapter Introduction

	g13 - Time Series Analysis
	Chapter Introduction

	h - Operations Research
	Chapter Introduction

	m01 - Sorting
	Chapter Introduction

	s - Approximations of Special Functions
	Chapter Introduction

	x01 - Mathematical Constants
	Chapter Introduction

	x02 - Machine Constants
	Chapter Introduction

	x04 - Input/Output Utilities
	Chapter Introduction



